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Overview 

−  Intro self 
− Artificial Intelligence - Research Scientist @ MIT CSAIL 
− InfoSec – Co-Founder @  PatternEx  
− What I have built before ? 
− Why Info sec is different than anything I have worked on? 

− Unsupervised learning solutions  
− Why they are not enough? 

− How to bring supervision into learning? 
− Challenges and benefits  

− Metrics for evaluation  



What have I built before ? 

− Predict if a patient is not going to show up for the doctors appointment 

− Predict what music you might like to listen when driving home 

−  If you liked this movie, what else would you like? 

−  In almost all these problems  
− We had data from past to use  
− This past data has occurrences of what we want to predict  
− Stationary – when we find that pattern that predicts, it may not change.  

 



Why info sec is different ? 

− When I started in info sec, I asked:  
− If we want to predict attacks, are there past occurrences of those in the data to learn 

what leads to them ? 
– Answer: No 

− If yes, can I use them to build predictive models and use them? Wouldn’t that be 
helpful? 

– Answer: The models would be irrelevant  

− So what do we do? 



Unsupervised learning system 

  



Why unsupervised learning is not enough? 
 
−  Three hosts connecting to same 3 destinations  
−  Three destinations are not partner sites or known  
−  Connections look programmatic  
−  Regular intervals  
−  Same #packets in and out  
−  Same duration across different hosts  
−  Each source connected to all 3 destinations same number of times  
−  But different sources had different number for connections  
−  Perhaps bot or malware traffic ? 

− Once we examined the remote host and looked at the raw data  
− Manually configured NTP systems 
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Why unsupervised learning is not enough?  

Same source -- random remote destinations 
Thousands of sessions  
Very small data transfer   
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What did an analyst provide ? 

− Subjective assessment and intuition based on 
− Looking at multiple events simultaneously  
− Collating multiple pieces of information  

− Pull together external sources of information  

 



An interactive system with analyst giving input   



What are the challenges ? 

In getting human input 
− Expert sourcing 
− Not crowd sourcing, or even customer sourcing  

− Limited bandwidth 

− What information to show? 

− How to capture most input? 
− Tags, text, or even write code? 



Mimicking an analyst  



Mimicking an analyst  



Use both models and show analyst:   
•  Outliers from day t+1  
•  Predictions from Virtual Analyst on new data  
•  Predictions from Virtual Analyst on old data  

Next day 

+ 
Historical data  

t 

Next day  



Going back to our example 

Same source -- random remote destinations 
Thousands of sessions  
Very small data transfer   
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Using virtual analyst on historical data  

•  Once the analyst tagged 10 low outlier events  
•  We learnt a virtual analyst  
•  Used the model on historical data and found 27  
       more that were low on the outlier scale   
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What are the challenges ? 

In getting human input  

Expert sourcing  
− Not crowd sourcing, or even customer 

sourcing  
Limited bandwidth 
What information to show? 
How to capture most input? 
− Tags, text, or even write code? 

Dynamic learning and updating  

Thin label space  

− Only 10 or 20 positive labels per day 

Deploying and updating on a continuous basis  

 



Peer reviewed research paper 

Experimental Setup 

Real world data set with reported attacks 

−  3.6B log lines 

−  70.2M entities 

−  318 known attacks 

Results 

Our system is bootstrapped without labeled 
data 

The detection rate improves over time 

Unsupervised-alone approaches captured a 
tiny fraction of the attacks 



Results - Putting virtual analysts to use  

At K=200 Alerts, AI approach 
achieves 0.85 recall 
 
At K=200, Outlier Detection 
achieves only 0.15 recall  



Measure - Pattern detection ratio 
Pattern Detection Ratio – Ratio of AUC to Maximum AUC   

PDR=0.292 

PDR= 0.833 



What did an analyst provide? 

− Subjective assessment and intuition based   
− Look at multiple events simultaneously  
− Collate multiple pieces of information  

− Pull together external sources of information  

− Analysts are also suggesting ideas for “features” implicitly  
−  Distance between the feature vector from the source to all random destinations? 

 



Where do the features come from? 



Data Scientist vs. Security Analyst 



Data Scientist 



Data Scientist - features  
 
− Follow one to many relationships  

− Sessions      Duration  

− Averages, Standard deviations, trends and other mathematical/ 
statistical functions. 



Security Analyst  



Security Analyst - features  
 
− Number of unique applications  

(HTTP, SSL, Skype, Streaming media, DNS..) 

− Number of protocols being used (UDP, TCP, etc).  

− Number of times the traffic originates from a reserved port.  



Key takeaways 

It is essential to build an analyst in-the-loop system to develop a truly 
adaptive artificial intelligence system  
Replicating analysts intuition through models in real time is critical 
− So as to stay relevant  
Analyst bandwidth is the real metric  
− Because you can achieve arbitrarily high true positive rate, if you make 

them investigate everything 
− Or achieve zero false positive rate, if you don’t show anything  



What you can do? 

False  
Positives 

True  
Positives 

Number  
of Alerts  

Measure  
PDR  

Maintain PDR for every system that you use for detection and  
observe how it changes over time 



What you can do? 

Look over  
your past 90  
days of data 

Calculate  
your PDR  

Assess  
which tools 

are  
most 

effective 

Next week First three months  


